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ABSTRACT

The B12 (cobalamin) based enzymes are important biomelecules whose cofactors contain a rare metal-carbon (Co-C) bond. All the currently known reactions of B12-dependent coenzymes involve the making and breaking of the Co-C bond. Previous studies based on simple model systems such as cobaloximes or LCo(DH2)R (L=base,R=alkyl, and DH=monoanion of dimethylglyoxime), have provided some insight into the factors affecting the Co-C bond, but none is conclusive. The main reason is the lack of information on the electronic structure of the coblamins. Such knowledges require rigorous quantum mechanical calculations. But the lack of accurate structures of B12-enzymes hindered the calculations. Only recently, structures of some cobalamins have been determined with high resolution using synchrotron radiation facilities. 

With about 800 atoms in the unit cell, the experimentally determined B12 crystal structure is prohibitively large for first-principles calculations. Our preliminary calculation with only one B12 molecule (196 atoms) in the unit cell took more than 12 days using a DEC 21264 CPU. For more realistic calculations, parallel computing is the only solution. Parallel computing can significantly reduce the calculation time but its success is critically dependent on the parallelability of the algorithms for certain computer architectures. Principally, like other quantum mechanical method, the OLCAO program can be well parallized. In the past, I developed a HPF version of the OLCAO program but it did not scale well. The main difficulty lies that the OLCAO matrix elements are calculated in an irregular block pattern that is not easy to do with HPF. Also, HPF lacks a good parallelized linear algebra library such as SCALAPACK, which is included in the ACTS tool kit. It would be wise to devote the efforts to modify the OLCAO program using the explicit message passing program model (MPI/PVM) and the advanced ACTS tool kits, which can be of much better scalability. Hence, I intend to use NERSC facilities and the software tools developed there to facilitate our research on Biomolecules.

